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Once upon a time, when Math reigned…



Beautiful theories were developed…
somewhat independently



by eminent minds



Some connections were made…

Cybernetics:
The science of communications and automatic 
control systems in both machines and living things.

Information Patterns:
Who knows what and whenHans Witsenhausen

Norbert Wiener



and systems built without CPS



How? Via separation of concerns…

Dedicated computing

Dedicated communicationTcompute +Tcomm < Tsampling



and via great investments

“At its peak, the Apollo program employed 400,000 people and 
required the support of over 20,000 industrial firms and 
universities”
https://www.nasa.gov/centers/langley/news/factsheets/Apollo.html



Largely Independent disciplines

Control Communication

Computing



Application Pull



Technology Push

• Widespread networking, wireless, ubiquitous computing
• Off-the-shelf HW/SW

• No more dedicated computing/comm
• No more air gaps



Things became less clean 

Computing

Control CommunicationCyber
Physical

Computing

Control CommunicationCyber
Physical

Physical Systems



Focus on the intersection of domains



Modeling Cyber-Physical Systems
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xk+1 = Axk +Buk + wk

yk = Cxk + vk
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state vector: xk 2 Rn

control inputs: uk 2 Rp

sensor measurements: yk 2 Rm

process disturbance/noise: wk 2 Rn

measurement disturbance/noise: vk 2 Rm
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xk+1 = fk(xk, uk, wk)

yk = hk(xk, uk, vk)

Linear

Nonlinear



From stability to safety
• Preserving safe operation of the CPS is the main goal…

X(t)
Safe set



Is (Asymptotic) Lyapunov Stability still a 
relevant concept?
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What happens if trajectories occasionally 
exit the e-ball?

t

x(t)

e

-e

0

d

-d

Probably nothing as long as the set of states reached are safe



From robustness to resilience
• Robustness

– Ability of the system to withstand perturbation without the 
need for adaptation

• Pros: no need for adaptation
• Cons: conservative design solutions, reduced performance

• Resilience
– Ability of the system to respond to perturbation and restore 

a certain level of functionality
• Pros: ability to restore full functionality, can be less 

conservative in design
• Cons: added complexity



CPS security is a major issue
Stuxnet Malware (2010)

Jeep wireless hack (2015) Ukraine Power System Attack (2015)



• There is strong evidence that the next wave of cyber attacks 
will target physical infrastructures.
– CPS are often a composition of various heterogeneous 

systems and components 
– CPS are increasingly connected, e.g can be accessed via the 

internet
– The insider threat

• Motivation
– Cyber warfare (disrupt key infrastructure, induce strategic damage)
– Commercial advantage (espionage, reduce competitor’s performance)
– Ransom (just like Spectre in 007 movies)

• It is a matter of national interest
– It is not just a technological problem
– Public/private partnership may be needed

CPS security is a major issue



Cyber vs Cyber-Physical Security

• Inertia
• Continue operating under 

attack via graceful 
degradation

• Cultural issue
• Patches may be expensive

• Use predictive power of 
accurate models

• Sensor data and control 
inputs can be used as active 
monitors

• Physical channels can be 
used for authentication of 
cyber systems

• Prove security properties



Vision for CPS resilience

CPS Design Detection

Time-Triggered Response

Identification

Detection-Triggered Response

1) System Design
Design controller and 
system for performance 
and security

2) Detect Attacks
Leverage system 
knowledge to 
recognize attacks

4) Attack Resilience I
Deploy time-triggered 
prevention mechanisms 
to guarantee security

3) Isolate Attacks
Use system knowledge
to isolate malicious/faulty 
components

5) Attack Resilience II
Deploy detection-triggered 
mechanisms to maximize 
security and performance

Goal: Design the system and the associated security countermeasures so 
that graceful degradation is achieved when the system is under attack

Our Focus



Attacker Capabilities1

• System knowledge
• Disclosure resources

– Eavesdropping attack
• Disruption resources

– Topology attack
– Denial of service attack
– Integrity attack

1 A. Teixeira, I. Shames, H. Sandberg, and K. H. Johansson, “A secure control framework for resource-limited adversaries,” Automatica, vol. 51, pp. 135–148, 2015.



Attack Strategies1

• Compromise confidentiality
– Eavesdropping attack

• Compromise availability
– Denial of service attack

• Compromise integrity
– Topology attack
– Integrity attack

• Replay attack
• False data injection attack
• Zero dynamics attack
• Covert attack
• Software modification attack

1 A. A. Cardenas, S. Amin, and S. Sastry, “Secure control: Towards survivable cyber-physical systems,” in 2008 
The 28th International Conference on Distributed Computing Systems Workshops. IEEE, 2008, pp. 495–500.
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xk+1 = Axk +B(uk + �uu
a
k) + wk

yak = Cxk + �yd
a
k + vk

Integrity Attacks
• Can be performed in both the cyber and physical realms
• Cyber realm: attacks on the controller, actuator signals, or 

sensor signals
• Physical realm: attacks on the actuators or sensors



Passive Detection
• Detect interference from an attacker using standard 

detection techniques
• Assuming that the dynamical model is known, leverage 

existing detection theory to detect attacks
• Utilize data from passive observation of sensor 

measurements

System Model

Hypothesis
Test

Model
Input

Expected 
Outputs

CPS
Input Attack?

Sensor 
Measurements



Limitations of Passive Detection1

• Highly knowledgeable and powerful adversaries can 
bypass passive detection techniques

• Attacks can be designed so that the outputs received by a 
system operator are statistically consistent with expected 
output behavior

 Vir. Plant 
	
	ua

k dak

⇡ 0 Plant 
	
	

SCADA 
ua
k dak

Controller

Plant 
Model

<latexit sha1_base64="6MOffzhqrVjho1axOyVRDoRQcaM=">AAAFVHicfVTdbtMwFPa2FkaBscElNxHVptGiKkGb4GbS2AbiBijS/qSmRI5z2lpJ7Mh2tlZWXoSn4RYeAIl34QKnzViadXOU5Mv5znfO8bFjP4moVLb9Z2l5pVa/d3/1QePho8drT9Y3np5KngoCJ4RHXJz7WEJEGZwoqiI4TwTg2I/gzA8Pc/7sAoSknB2rSQL9GA8ZHVCClTF56ztjT4dtJ9vaezf2wvbBdmqe5v6GX7YvvdB1GxMv3No7zMkgN7cvvNBbb9odezqsm8ApQBMVo+tt1FbdgJM0BqZIhKXsOXai+hoLRUkEWcNNJSSYhHgIPQMZjkH29XR6mbVpLIE14MLcTFlTa1mhcSzlJPaNZ4zVSFa53LiI66Vq8LavKUtSBYzMEg3SyFLcyntlBVQAUdHEAEwENbVaZIQFJsp0tJpFjeKssVkOn+AExCUN1Ghv16asr4fAY1BiYubL4FKNgAswwkkEOuBm6aTMdH65VMmREU+xP5AgKEwpyzwa7kJhwz0C01oBn8w0v5jEWHHR0i4WwxiPM9PqofsqR3c5UnblaFC5SF28M31cgDLbuqJbi3kdwIAymu+4TB9d4/kY106tW710InjCZRGqW/qYj1Vya1X9yssWDblZ13zlKuZEQmp2LA9gFpnwOMYscD/zI65dASXT/yCUBFxnVX/TEHa7QuVsrjE2P+Ik1F0sPphdr9+zoIBTcrE8wcL8F9pVMFb+QM8+s7sUwIKKyFhca045LTZnr4rpOX19M61rNZ2q4LpqvTBrZs4Op3pS3ASnrzvObsf+utPcPyhOkVX0HL1A28hBb9A++oi66AQR9B39QD/Rr9rv2t/6Sr0+c11eKjTP0Nyor/0DtSrptA==</latexit>

xk+1 = Axk +B(uk + ua
k) + wk

yk = Cxk + dak + vk
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Covert attack: dak = �Cxa
k, xa

k+1 = Axa
k +Bua

k, xa
0 = 0

1 R. S. Smith, “Covert misappropriation of networked control systems: Presenting a feedback structure,” IEEE Control Systems Magazine, vol. 35, no. 1, pp. 82–92, 2015.



The value of analysis: illustrative example

• We consider a vehicle moving along the -
axis.

• Two sensors are used to measure position 
and velocity respectively.

• We assume that                    .

ẋk+1 = ẋk + wk,1,

xk+1 = xk + ẋk + wk,2

yk,1 = ẋk + vk,1,

yk,2 = xk + vk,2.

x

Q = R = I2



Position sensor is compromised: the 
system can be destabilized



Simulation Result: Compromising the 
Position Sensor



Velocity Sensor is compromised: Maximum 
Perturbation is bounded



Active Detection
• Actively perturb the system, leveraging the system’s 

available degrees of freedom to detect attacks
• Introduce a challenge response physical authentication 

into the system
– The challenge is based on a secret unknown to the 

adversary
– The secret is embedded in the physical dynamics using 

degrees of freedom in the control system/parameters

– Poor responses provide proof of attacker’s presence due to 
inconsistencies with modeling

Challenge

Stealthy Attack



Overview of Active Detection Mechanisms

Active Detection Mechanism for 
Attacks on the Sensor Measurements

Active Detection Mechanism for Attacks on 
the Control Inputs and Sensor Measurements



Physical watermarking as an active 
detection scheme
Mo et al., 
Allerton 2009, IEEE TCST 2014, IEEE CSM 2015



Replay Attack Model 

• The attacker can
– Record and modify the sensors’ readings 
– Inject malicious control input

• Replay Attack
– Record sufficient number of       without adding control 

inputs.
– Inject malicious control input to the system and replay 

the previous      . We denote the replayed 
measurements to be       .

• When replay begins, there is no information from the 
systems to the controller. As a result, the controller cannot 
guarantee any close-loop control performance. The only 
chance is to detect the replay.

yk

yk

yk

y�
k



Physical Watermarking

Goal: limit the adversary’s disclosure resources
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xk+1 = Axk +B(u⇤
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yak = Cxk + �yd
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Physical Watermarking
• A cyber-physical “nonce” or small perturbation introduced 

in the control input
• Is effective in detecting replay attacks
• Introduces a tradeoff between detection and system 

performance

Root of trust: 
seed of PRNG



The System Model
Suppose we have system dynamics as follows:

A Linear Quadratic Gaussian controller is implemented.

Linear Quadratic 
Regulator

Kalman Filter

xk+1 = Axk +Buk + wk

yk = Cxk + vk yk 2 Rm, vk ⇠ N (0, R)

xk 2 Rn, uk 2 Rp, wk ⇠ N (0, Q)

J = lim
T!1

1

2T + 1
E
"

TX

k=�T

xT
kWxk + uT

k Uuk

#

u = u⇤
k = Lx̂k|k L = �

�
BTSB + U

��1
BTSA

x̂k+1|k = Ax̂k|k +Buk x̂k|k = x̂k|k�1 +Kzk

zk = yk � Cx̂k|k�1 K = PCT (CPCT +R)�1



Failure Detector
• A failure detector is used to detect abnormality in 

the system, which triggers an alarm based on the 
following condition:

where

and the function     is continuous.

gk > threshold

gk = g(yk, x̂k, . . . , yk�T , x̂k�T ),

g



Failure Detector
• For example,       for a chi-square detector takes the 

following form:

where 

and        is the covariance of      .

gk

zk = yk � CAx̂k�1,

P zk

gk = zT
k P�1zk



A X2 detector may not detect the attack
• Suppose the attacker records from time –T and replay 

begins at time 0.

• Detection rate is equal to false alarm rate… no detection



Detection of Replay Attack

• Manipulating equations:

• If          converges to 0 very fast, then there is no way to 
distinguish the compromised system and healthy system.
Ak



Physical Watermarking

Control Input 𝑢!∗

Control Input 𝑢!∗
+ Watermark Δ𝑢!

Sensor 
Measurements 𝑦!# Binary Detector

Binary Detector
Sensor 
Measurements 𝑦!#



Counter Measure
• Innovation with random input:



Detection Rate of Different Random Signal Strength

10 11 12 13 14 15 16 17 18 19 20
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Time(k)

D
e
te

c
ti

o
n

 R
a
te

 

 



Effect of Authentication Signal
• Expectation of residuals increases under attack, which 

triggers detector 

where

• Performance cost increases

E [gk] = mT + 2T tr
�
CP�1CU

�

U = AUAT +BQBT

J = J⇤ + tr
⇥�
U+BTSB

�
Q
⇤



Optimization Goals
• Constrain performance loss to be below certain 

value  and maximize       
OR

• Constrain increase in expectation of     to be above 
certain value       , while minimizing loss of 
performance 

¹ Under attack, the residuals follow a generalized     
distribution, and an analytical form for detection rate 
does not exist. We thus maximize the increase        
hoping for maximum detection rate

�J

�gk

�gk

gk

�J

�2



Optimize for Q

OR

minimize
Q

trace[(U + BTSB)Q]

subject to U -BQBT = AUAT

trace(CTP−1CU) ≥ E[Δgk ]

maximize
Q

trace(CTP−1CU)

subject to U -BQBT = AUAT

trace[(U +BTSB)Q]≤ ΔJ



Some Remarks
• Solving either optimization problem guarantees same 

performance.
• An intuitive way to see this, is that Q measures sensitivity 

of system to different forms of authentication signal
• Form of Q* should be a property of the system.



Decoupling
• Linear programming enables us to decouple the control 

problem into two steps:
– First find the direction of Q* = vv’
– Then decide upon the norm of Q* 

• Equivalent to deciding the vector direction of the signal, 
then the vector magnitude



Decoupling
• Linear programming enables us to decouple the control 

problem into two steps:
– First find the form of Q*
– Then decide upon the norm of Q*

• Equivalent to deciding the vector direction of the signal, 
then the vector magnitude



Direction of Q*

• Comparison of the two detectors over time. The importance of
optimization can be seen by performance improvement (note
the change of scale by a factor of 10)
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Norm of Q*

• ROC Curve for detector, with Q increasing linearly from 0.2 to 1
times the maximum value
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Non I.I.D. case

Probability of False Alarm



Improvement over IID is actually sizeable 
at low false alarm rates



Internal Combustion (IC) Engine

1. Throttle body block
2. Intake manifold block
3. Injection block
4. wall-wetting block
5. Gas exchange block
6. Combustion and torque generation
7. Engine inertia block
8. Gas transport block

Guzzella, L., & Onder, C. (2009). Introduction to modeling and control of internal combustion engine systems. Springer Science & Business Media.

Cruise control problem



Nonlinear Model



Linearized Model
Equilibrium Point 

Discretization Ts=0.01s

LQG Control

Kalman Filter



Simulations
Simulating the IC engine as linear system (blue),
Simulating the IC considering the nonlinear dynamics (green) 



Simulations



Chemical Plant (A + C → D)

Objectives: Maintain production rate by controlling valves
Minimize operating cost (function of purge loss 
of A and C)



Regular vs. Secure controller

Time for detection = 25 ms



The attack



The counterattack



Watermarking Challenges
• Can we extend watermarking approach to other attack 

models where the system model is known.

• Challenge 1
o The inputs (not just the watermark), must be kept secret.
o Attacker could observe       and simulate output to system

• Challenge 2
o The attacker can subtract his influence on the system
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System ID Attack
• Idea: Use the system model as our secret.

• Attacker Capabilities
o Attacker can read all sensor and actuator channels.
o Attacker can violate the integrity of all sensor and 

actuator channels.

• Attack Strategy  
1) Use knowledge of inputs and outputs to identify the 

system model.
2) Violate the integrity of sensors with “convincing” 

measurements.
3) Insert harmful inputs into system.



Moving Target Defense

Goal: limit the adversary’s system knowledge

Covert Attack



Challenge: Many existing methods for identifying systems
• Prediction Error Method
• Instrumental Variable Methods
• Subspace Based Approaches

Attacker does not need an exact working model of system

Approach: The Moving Target

Design system to be time varying
so that the model changes before
the attacker can perform adequate
identification

Moving Target Approach
(Weerakkody and Sinopoli, 2015)

Goal: Design system to prevent identification



Hybrid Moving Target Defense

Root of trust: 
seed of PRNG

<latexit sha1_base64="Vm7ZXI56/gphnmqOnf3tNMxDJ50=">AAACjnicbVFdT9swFHUCDChsC+yRF4tqiElVlUx8CTRRPh7YG5MoINUlunGdYsVxgu0UVVF+Dn9ob/s3uG0eRuFK1jk61/fY994oF1wb3//nuAuLS5+WV1Yba+ufv3z1NjZvdVYoyro0E5m6j0AzwSXrGm4Eu88VgzQS7C5KLib5uxFTmmfyxoxz1k9hKHnMKRgrhd4LScE8UhDl7ypMHi7xDjGKgxwK9oRJeRaW/nFStc5rvKixqHE8wwdoxbvPYdIahckPUmFCGm99z+Z8STfXXGRy3qg1+NAw9Jp+258Gfk+CmjRRHdeh95cMMlqkTBoqQOte4OemX4IynApWNUihWQ40gSHrWSohZbpfTsdZ4e9WGeA4U/ZIg6fq/xUlpFqP08jenDSp53MT8aNcrzDxUb/kMi8Mk3T2UFwIbDI82Q0ecMWoEWNLgCpu/4rpIyigxm6wYYcQzLf8ntz+bAf7bf/PXrNzXo9jBW2hbbSLAnSIOugKXaMuos6aEzjHzonruQfuL/d0dtV16ppv6E24V68ktcS/</latexit>

ID
k , {A0:k, B0:k, C0:k, u0:k, y

a
0:k, f(wk, vk)}

IA
k , {⌥, u0:k, y0:k, d

a
0:k, f(wk, vk)}

<latexit sha1_base64="02G2+m5anxQjglTUMGeQcCRz190=">AAACKnicbVBLSwMxGMzWV62vqkcvwaIIhbIril6EPi4eK9gHtDVk07QNm32QZGvL0t/jxb/ipQelePWHmG5X0NaBhGFmPpJv7IAzqUxzZqTW1jc2t9LbmZ3dvf2D7OFRXfqhILRGfO6Lpo0l5cyjNcUUp81AUOzanDZspzL3G0MqJPO9RzUOaMfFfY/1GMFKSyhbGqHIyVsTeH4HS8gZIQfmYRk5YUye9d1uZ8bIecLzROUn0Y2VPBwiB2VzZsGMAVeJlZAcSFBF2Wm765PQpZ4iHEvZssxAdSIsFCOcTjLtUNIAEwf3aUtTD7tUdqJ41Qk800oX9nyhj6dgrP6eiLAr5di1ddLFaiCXvbn4n9cKVe+2EzEvCBX1yOKhXsih8uG8N9hlghLFx5pgIpj+KyQDLDBRut2MLsFaXnmV1C8L1nXBfLjKFctJHWlwAk7BBbDADSiCe1AFNUDAC3gD7+DDeDWmxsz4XERTRjJzDP7A+PoGZtqi+g==</latexit>

xk+1 = Akxk +Bkuk + wk

yak = Ckxk + dak + vk

<latexit sha1_base64="7WMkXVC00pnv79LGXGeN1dEZkSo=">AAACSXicbVC7SgNBFJ1NfMT4ilraDCaiVdgNiGIVH4V2EcwDsjHOzt5NhszOLjOzQljyezZ2dv6DjYUiVk4ehUYvXDiccy733uPFnClt2y9WJruwuLScW8mvrq1vbBa2thsqSiSFOo14JFseUcCZgLpmmkMrlkBCj0PTG1yM9eYDSMUicauHMXRC0hMsYJRoQ3UL966ImPBBaFxyQ6L7lPD0etQd3F2WTrEPARhRHijMRBDJcDKFXTc/Zz4zZqI1oYN5c7dQtMv2pPBf4MxAEc2q1i08u35Ek9CcRDlRqu3Yse6kRGpGOYzybqIgNotID9oGChKC6qSTJEZ43zA+NstNm5cm7M+JlIRKDUPPOMf3q3ltTP6ntRMdnHRSJuJEg6DTRUHCsY7wOFbsMwlU86EBhEpmbsW0TySh2oSfNyE48y//BY1K2Tkq2zeVYvV8FkcO7aI9dIgcdIyq6ArVUB1R9Ihe0Tv6sJ6sN+vT+ppaM9ZsZgf9qkz2Gyiosn4=</latexit>

ID
k : defender’s information

IA
k : attacker’s information

• A cyber-physical “message authentication code” or 
perturbation introduced in the system dynamics

• Is effective in detecting more powerful covert attacks
• Introduces a tradeoff between detection and system 

performance

<latexit sha1_base64="K1nFXI6/7x3l6S1DiycdeEtm3ws=">AAACTXicbVFLSysxFM7UR7W+enXpJliUGShlRpR7l9puXCpYFTplyGTSGppJxuTMhTL0D7oR3Pkv3LhQRMzULnwdOIcv33dOHl/iTHADvv/gVObmFxarS8u1ldW19Y36n80Lo3JNWZcqofRVTAwTXLIucBDsKtOMpLFgl/GoU+qX/5k2XMlzGGesn5Kh5ANOCVgqqid72D2ORs22zU408nDIJQ67meFCWRDW9j6tQHMih4Ld4LBwj93Aa7bL0rHFa+KQJgpM0+7nilIRpSI8L5xE9Ybf8qeBf4JgBhpoFqdR/T5MFM1TJoEKYkwv8DPoF0QDp4JNamFuWEboiAxZz0JJUmb6xdSNCd61TIIHStuUgKfs54mCpMaM09h2pgSuzXetJH/TejkM/vULLrMcmKQfBw1ygUHh0lqccM0oiLEFhGpu74rpNdGEgv2AmjUh+P7kn+BivxUctvyzg8ZRe2bHEtpGO8hFAfqLjtAJOkVdRNEtekTP6MW5c56cV+fto7XizGa20JeoVN8B3ECskQ==</latexit>

(Ak, Bk, Ck) 2 ⌥

⌥ , {(A(1), B(1), C(1)), · · · , (A(l), B(l), C(l))}



<latexit sha1_base64="1fxy51D1QZXlaIdJ5k1sOhpetAk=">AAADj3ichVLLbhMxFPV0eJTwamDJxiICtWgUTRBVEQuURxd0gShS01aK08jj3CRWPJ7B9rRE1vwJX8MWfoC/wZNMoiZF9EqWj8+99j0+dpQKrk0Y/vG2/Dt3793fflB5+Ojxk6c71WenOskUgy5LRKLOI6pBcAldw42A81QBjSMBZ9G0U+TPLkFpnsgTM0uhH9Ox5CPOqHHUoOrtk5iaCaPCHuWD6cUhfk2M4lSOBXzDxLaCdtAJiOFiCLaVBySiys0DG36Y5ku+vbHulHWdJZ8t8wU7K9kLGox258yV67zIXTq0R3JMSGVdV+s2XavO5Zmta+qWavZWQrKVhDVJi9XwdoGDnVpYD+eBb4JGCWqojGNndIsME5bFIA0TVOteI0xN31JlOBOQV0imIaVsSsfQc1DSGHTfzh84x68cM8SjRLkhDZ6z13dYGms9iyNXWbimN3MF+a9cLzOj933LZZoZkGzRaJQJbBJc/BY85AqYETMHKFPcacVsQhVlxv2pCjkEdxcFn925X1JQ1CTqjSVUjWP6PXd3G5OgQP8r5HJZ6FCFSLgyE0gUxLacc3tSAmd6Y9Pim+D0bb2xXw+/vqs126X92+gFeol2UQMdoCb6hI5RFzHvh/fT++X99qv+gf/Rby5Kt7xyz3O0Fv7RX8vyKO8=</latexit>

ID
k , {A,B,C, Ã, Ā0:k, B̃0:k, C̃, C̄0:k, u0:k, ȳ

a
0:k, f(w̄k, v̄k)}

IA
k , {A,B,C, Ã, C̃, f(Ā, B̃, C̄), u0:k, u

a
0:k, ȳ0:k, d̄

a
0:k, f(w̄k, v̄k)}

Extended Moving Target Defense
• Motivation: watermarking is ineffective against model-aware attackers
• Goal: design the system in a way that prevents system identification
• Approach: add an auxiliary system with time-varying dynamics to 

authenticate the original system
Root of trust: 
seed of PRNG

<latexit sha1_base64="11yIBTw2M6PWlWVOToTN+jLz1vo=">AAAFJHicxVRNa9swGFZrb+u8r3Q77iIWNjoCwS4bLYNBk1x27GBpC3FmZFlJhWXZSHISY/xjdtlf2WWHfbDDLvstkx0TuqYG3yYQPLzvo0fP+75IfsKoVLb9e2fXMG/dvrN317p3/8HDR539x2cyTgUmYxyzWFz4SBJGORkrqhi5SARBkc/IuR+Oyvz5gghJY/5BZQmZRmjO6YxipHTI2zfeuCkPiPAFwiR3fTKnPPcjpARdFZarKAtIviq8POw5BXRda7WGlkt4sCHqvOsjsSEW8MVbq4XwQBNhdXJQeGEpb+vAYFtcw0uMWEUr2iivar2VFzZaDQvYa6M1rLWGzb6Gla+D1At7en9EL9spL2vlZZPLZeVSM1qIZUV5c0nOSnCz4JrUdj6jzXxGV+Yzau7D6H/MJ9gUHjQXHtSFt1Jc1O4WTe5KQuF1unbfrhbcBk4NuqBep17nhxvEOI0IV5ghKSeOnahpjoSimJGyb5IkCIdoTiYachQROc2rR17A5zoSwFks9OYKVtGrJ3IUSZlFvmaW05DXc2XwptwkVbPjaU55kirC8fqiWcqgimH5Y8CACoIVyzRAWFDtFeJLpNun9L9i6SY410veBmeHfed1337/qnsyrNuxB56CZ+AAOOAInIB34BSMATY+GV+Mb8Z387P51fxp/lpTd3fqM0/AP8v88xcE6Mtc</latexit>
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<latexit sha1_base64="/HvE/HDFVCBZOptHCBMjflVlLqQ=">AAACZnicbVFNT9tAEF2b7/DRFFRx4LIiIHGKbKSKqidULj3SqgGkOETj9QRWWe9au+MKy/Kf7I0zF34Gm+BDCoy00tN78zQzb9NCSUdR9BiES8srq2vrG53Nre2dT93Pu1fOlFbgQBhl7E0KDpXUOCBJCm8Ki5CnCq/T6cVMv/6L1kmj/1BV4CiHOy0nUgB5atxtEm2kzlATh/JBKgm24o6A0H3nRwlJlWH90IynidRJDnSfpv Xv5rZuFd00RzxJOgte1M7YBXPVfGzNvXXc7UX9aF78PYhb0GNtXY67/5LMiDL3+woFzg3jqKBRDZakUNh0ktJhAWIKdzj0UEOOblTPY2r4sWcyPjHWP3/vnF101JA7V+Wp75yt695qM/IjbVjS5NuolrooCbV4HTQpFSfDZ5nzTFoUpCoPQFjpd+XiHiwI8j/T8SHEb09+D65O+/HXfvTrtHf+o41jnR2wQ3bCYnbGztlPdskGTLCnYCPYDfaC53An/BLuv7aGQevZY/9VyF8A85m7kA==</latexit>

auxiliary states: x̃k 2 Rñ

auxiliary sensors: ỹ 2 Rm̃

<latexit sha1_base64="BpsM/naAny62Vc+O5Xhln8aJ0l8=">AAAC/XicpVLLbhMxFPUMj5bh0ZQu2YyIiIqEIk9FBcsKNqxQEzVtpTiMbM/N1IrHM9ieQrBG/AobFiDElv9gx9/gSaOIprDiSpaOzrmP42uzSgpjMf4VhNeu37i5sXkrun3n7r2tzvb9Y1PWmsOIl7LUp4wakELByAor4bTSQAsm4YTNXrb6yTloI0p1ZOcVTAqaKzEVnFpPpdvBDmFUu3dNOiNGFKSg9oxT6V43hIk838VPIlKrDDTTlIMjDHKhHPNpWrxvImKFzMANmh4mJMK9QURAZSu9Sd2q46AhpuYc+6K28+OYvK1pFi3Gn//f+GHTW6HUJXuN93KZeHPUG/7b2nDNWtrp4j5eRHwVJEvQRcs4TDs/SVbyugBluaTGjBNc2Ymj2gouwbetDVSUz2gOYw8VLcBM3OL1mviRZ7J4Wmp/lI0X7J8VjhbGzAvmM1vDZl1ryb9p49pOn0+cUFVtQfGLQdNaxraM268QZ0IDt3LuAeVaeK8xP6N+0dZ/mMgvIVm/8lVwvNdP9vt48LR78GK5jk30AD1EuyhBz9ABeoUO0Qjx4EPwKfgSfA0/hp/Db+H3i9QwWNbsoEsR/vgNyZD1zA==</latexit>
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Nonlinear Moving Target Defense
• Motivation: the sensor measurements of the extended moving 

target still reveal some information about the system dynamics
• Goal: limit this information available to an attacker
• Approach: introduce nonlinearities into the auxiliary sensor 

measurements Root of trust: 
seed of PRNG

<latexit sha1_base64="rwsEZO0QOZAUIoa2C845tcbi0/4=">AAAFw3icrVRNb9NAEN02DRTz1cCRy4oIlFIUOQgEF6QmAcEFUaR+Sd1grdeTZGV7ba3XiSNr/yNX/ghXWDumapoG+cBKlp9m3rydeSOtGwc8Ubb9c2u7sdO8dXv3jnX33v0HD/daj06TKJUMTlgURPLcpQkEXMCJ4iqA81gCDd0Azlx/WOTPZiATHoljtYhhFNKJ4GPOqDIhp9XgJBUeSFdSBjlxYcJF7oZUSZ5piygeeJBn2sn9g57GhFjZEloEhHdJNHniUnlJ1Pg5fm/VUO4XzLK0rx2/0LdNoL+ubuCU0aCk6TrKWaWXOf7GXn2ND+poDSqtwea+BmVfndTxD8z3ne7XU55XyvNNXc7LLg2jhthCFzcX5EUBbhZckmovaHi5oOGVBQ03GzH8/wtarcefHH/aMVX7phrbeKW2nute6QEh3mabvMqmWnqzapTZplEKgnb22nbXLg9eB70KtFF1jpzWVp94EUtDEIoFNEkuenasRjmVirMACpcTiCnz6QQuDBQ0hGSUl4+Cxs9MxMPjSJpPKFxGr1bkNEySRegaZrG75HquCN6Uu0jV+N0o5yJOFQi2vGicBlhFuHhhsMclMBUsDKBMctMrZlNq/FPmHbLIBzCzSPhidL/GIKmK5IucUDkJaabNbBPyskD/InLxl2iQRQTM1RQiCWFe/XV+XAFjeu+6xevg9FW396Zrf3vdPhxU9u+iJ+gp6qAeeosO0Wd0hE4Qa/xo/Gr83kHNj02/KZtqSd3eqmoeo5XT1H8A2ZgFuw==</latexit>
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<latexit sha1_base64="90lRZNgNEogfvnLPpQBGRePvzaU=">AAAD1HicjVLPb9MwFHYbYKP8WAtHLhYVaEXRlCIQiNPaThocEENau0l1VznuS2vVcYLjbCsmJ8SV/48j/wlOm1Zrhxjv4s/f957zvZfnx4In2vN+lcrOrdt3trbvVu7df/Bwp1p71EuiVDHoskhE6tSnCQguoau5FnAaK6ChL+DEn3Zy/eQcVMIjeaxnMQxCOpY84IxqSw1rpa8kpHrCqDAfsuH07AATrTiVYwFfMDHPW27b7bhEczEC08pc4lNlz6Hx3k2zJd/euHeKvM6SP1zpcKmNjGRulyocpJLlPnA2cdNlTl45KyrPqBvszpkL626hnVvUIBkmpLLuvXWT95W74s3WlQ6WjhtWPGz8l9N05XHN8+I2urmDYbXu7XnzwNdBswB1VMSR/VstMopYGoLUTNAk6Te9WA8MVZozAVmFpAnElE3pGPoWShpCMjDzLcnwM8uMcBDZZiKp8Zy9WmFomCSz0LeZ+ViTTS0n/6b1Ux28HRgu41SDZIsPBanAOsL5yuERV8C0mFlAmeLWK2YTqijTdjEr5ABsLwo+2nc/xaCojtQLQ6gah/Qys72NiZujfyVyuUy0qEIkXOgJRApCU5yZOS6AHXpzc8TXQe/lXvP1nvf5VX2/XYx/Gz1BT9EuaqI3aB+9R0eoi1jpd3mrXC3XnJ7zzfnu/FiklktFzWO0Fs7PP/q3Qp8=</latexit>

ID
k , {A,B,C, Ã, Ā0:k, B̃0:k, C̃, C̄0:k, G0:k, nonlinear function h, u0:k, ȳ

a
0:k, f(w̄k, v̄k)}

IA
k , {A,B,C, Ã, C̃, f(Ā, B̃, C̄), f(G), nonlinear function h, u0:k, u

a
0:k, ȳ0:k, d̄

a
0:k, f(w̄k, v̄k)}

<latexit sha1_base64="x1fVnU6d8dVA6TcYmSQ2fAdIF8c=">AAACfXicfZDbbhMxEIadpUAJpxQuubEaKiFURbuoVbksUAluqhbUtJXiEHmdSWLFh5U9C0TWvgBP01v6Jn0a6k23ErSIkSx/+mfG4/nzQkmPaXrRSu6s3L13f/VB++Gjx0+edtaeHXtbOgF9YZV1pzn3oKSBPkpUcFo44DpXcJLPP9T5k2/gvLTmCBcFDDWfGjmRgmOURp2XH0dzJg3THGd5Hr5UXwNDqcYQdBVBg6emGnW6aS9dBr0NWQNd0sThaK31jo2tKDUYFIp7P8jSAoeBO5RCQdVmpYeCizmfwiCi4XHQMCzXqehGVMZ0Yl08BulS/bMjcO39Quexsv62v5mrxX/lBiVO3g6DNEWJYMTVoEmpKFpae0PH0oFAtYjAhZPxr1TMuOMCo4NttgdxFwf78d2DAhxH614Hxt1U8x9V3G3KNmv6X6E014WR2szAd5yBdaBDc1fhqIFoenbT4ttw/KaXbffSz1vd3feN/avkBVknr0hGdsgu+UQOSZ8I8pOckV/kvPU72Ug2k95VadJqep6TvyLZuQQXSsZr</latexit>

Gk 2 Rm̃⇥n

<latexit sha1_base64="OXT9sumLVGWWDA5zLNPTK0VAst8=">AAACr3icfZDbjtMwEIbdcFrCqQuX3FhUoAWhKkEguFwOEtwgFmnbrlSX4LiT1qoPkT2BVlHejBfhllt4CNxskOguYiTLn2b+GXv+vFTSY5J870UXLl66fGXvanzt+o2bt/r7t8feVk7ASFhl3UnOPShpYIQSFZyUDrjOFUzy1ettffIFnJfWHOOmhJnmCyMLKTiGVNYfP3ibrZYH62z1kKFNGMIaa1qZOThqrNNcUVuCa9UNY/GOnElT4GanhyNysWqy/iAZJm3Q85B2MCBdHGX7vZdsbkWlwaBQ3PtpmpQ4q7lDKRQ0Mas8lGE0X8A0oOEa/KxuDWjo/ZCZ08K6cAzSNvt3R8219xudB6XmuPRna9vkv2rTCosXs1qaskIw4vSholIULd26SefSgUC1CcCFk+GvVCy54wKD5zF7A2EXB+/D3A+ti9Y9qhl3C83XTdhtwR5v6X9Caf4IA8XMwFdcgnWg6+5u6uMOgunpWYvPw/jJMH02TD4+HRy+6uzfI3fJPXJAUvKcHJJ35IiMiCDfyA/yk/yK0mgSfYo+n0qjXtdzh+xEJH8DHgDZDQ==</latexit>

Gkh(xk) ! 0 under normal operation

Gkh(xk) ! 1 under attack

<latexit sha1_base64="KvQ1FvoKYHtQBy63MXROPP9L58Y=">AAACq3icfVDbbhMxEHWWW1luKTzyYpEgFUSj3UoIHsvlgRdEKU1bEYdo1pndWPFlZXtpo9X+F7/CC6/wGXjTRSotYiTLx2fOeGZOVkrhfJJ870VXrl67fmPjZnzr9p279/qb9w+dqSzHMTfS2OMMHEqhceyFl3hcWgSVSTzKlm/a/NFXtE4YfeBXJU4VFFrkgoMP1Ky/z7QReo7a0+Fi63S2fDKkwlHQFCWqQG+fCIeMxQrKUuiC5tYoOmQK/CLL6v3mi2benH8OZ/1BMkrWQS+DtAMD0sXebLP3is0Nr9p2XIJzkzQp/bQG6wWX2MSsclgCX0KBkwA1KHTTer18Qx8HZk5zY8MJW6zZ8xU1KOdWKgvKdkp3MdeS/8pNKp+/nNZCl5VHzc8a5ZWk3tDWSToXFrmXqwCAWxFmpXwBFrgPfsfsLYZdLL4P/34o0YI39mnNwBYKTpuwW8Geteh/QqH/CAOKmcYTv0BjUdXd3dQHHQimpxctvgwOd0bp81HycWew+7qzf4M8JI/IFknJC7JL3pE9MiacfCM/yE/yK9qOPkWfI3YmjXpdzQPyV0T4G07I1oo=</latexit>

h(xk) is an element-wise
mapping from Rn ! Rn



Overview of Resilience Strategies

Response Mechanisms for Physical 
and Communication Attacks

Response Mechanisms for 
Control Software Attacks

Response Mechanisms for 
Communication Attacks

• Each scenario includes components that can:
– Constantly be trusted for all time
– Occasionally be trusted for certain periods of time

• Goal: leverage the periods of time when the occasionally 
trusted components are secure to recover the system 
from attacks



Software Rejuvenation

Goal: periodically limit the adversary’s 
disruption resources



CPS Software Rejuvenation
• The system is normally connected to the network to 

receive and transmit critical mission data
• Local information is sufficient for recovery

Root of trust: secure 
onboard hardware module
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Software Rejuvenation: Environmental Constraints

• Physical environmental constraints 
and persistent attacks may hinder 
reference tracking

• A secure recovery algorithm is 
needed to drive the system to a 
safer place

Root of trust: secure onboard hardware module



Complementary Software Rejuvenation

• The system is normally disconnected 
from the network to prevent attacks 
from occurring

• Remote information is necessary for 
reference tracking or recovering 
from dangerous disturbances

Root of trust: secure 
onboard hardware module



Decentralized Software Rejuvenation
• Each agent is normally 

disconnected from the network to 
prevent attacks from occurring

• Decentralized systems require 
occasional communication 
between agents to ensure overall 
system safety

Root of trust: secure 
onboard hardware module



Decentralized Event-Triggered Control

• Decentralized control systems 
require communication 
between agents to ensure 
overall safety and stability

• Communication results in
– Connecting to the network and 

becoming vulnerable to 
malicious attacks

– Increasing communication costs
• Intermittent network 

connections are therefore 
desirable

Goal: design a decentralized event-triggered network 
connection and communication protocol which ensures the 
stability of the overall system in attack-free scenarios



Resilient Overlay Networks

Goal: periodically limit the adversary’s 
disclosure and disruption resources



Resilient Overlay Networks
• The communication pathway over which data is sent is periodically 

switched to avoid continually sending data over a compromised 
pathway

• Is a prevention mechanism against man-in-the-middle and denial of 
service attacks

• Ensures safety when up to a certain percentage of pathways are 
compromised



The issue with these sets of results

System Model

Infer/decide

Model
Input

Expected 
measurements

CPS
Input

Sensor 
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Data Prior knowledge
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The issue with these sets of results



System Model

Infer/decide

Model
Input

Expected 
measurements

CPS
Input

Sensor 
Measurements

Data Prior knowledge
X

X
Complex perception problems
Lack of adequate first principle modeling

The issue with these sets of results



Black box paradigm (e.g. RL)
System

Infer/decide

CPS
Input

Data

ML/AI-based perception/modeling



Grey Box (?): add understanding 

System Model

Infer/decide

Model
Input

CPS
Input

Data

ML/AI



The role of AI
• AI-ML is a tool and needs to be used as such
• Pros:

– Modeling
– Design

• Challenges
– Analysis
– Data need
– Bias
– Privacy
– Security

• Interesting directions
– Use data to further understanding of phenomena, modeling
– Adaptivity
– Analysis methods/certification
– Accountability
– Tradeoff between data complexity and performance
– Human in the loop



Efforts at WashU



Multi university effort on 
Trustworthy AI in CPS



Reflecting on 15 years of CPS



Thank you
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Extra Slides



Secure Design of Distributed 
Control Systems

Design a sensing/communication 
topology to guarantee detection of 

misbehaving agents
S. Weerakkody, X. Liu, S. H. Son, and B. Sinopoli, "A Graph Theoretic Characterization 
of Perfect Attackability for the Secure Design of Distributed Control Systems," IEEE 
Transactions on Control of Network Systems, Vol 4, no. 1, pp. 1060-1070, 2017.



Example: Formation Control
• 9 vehicles want to keep the same speed and can only 

communicate with up to 4 vehicles ahead or behind 
them.

• An adversary attacks may up to 3 unknown vehicles or 
sensors . 

• Design Problem 1: Which nodes should be observed by 
centralized detector?

• Design Problem 2: How can we remain robust to attacks 
on the system while minimizing communications.

1 2 3 4 5 6 7 8 9



Attack characterization (Mo et al.)
• Perfect Attack: The attacker could destabilize the 

system, without changing the residue. A system is 
perfectly attackable if there exists a feasible perfect 
attack.

• Nearly Perfect Attack: The attack could destabilize
the system, with bounded change of the residue.



Perfect Attack: Topological Characterization

• Definition: A vertex separator between non-
adjacent nodes a and b is a set of vertices whose 
removal, deletes all paths from a to b

• Theorem 1:  Consider a graph G generated from 
agent X, sensor Y, and detector d interactions.
Given p compromised agents, the system is 
generically perfectly attackable for some feasible 
attack configuration if and only if  for some agent 
node x, the size of the minimum vertex separator 
from x to d is less than p.



Perfect Attack: Network Optimization

• Theorem 2: Given p compromised nodes, m
observed nodes, and n agents, the minimum 
number of communications needed for a 
system not to be perfectly attackable is np-m.

• Remark: A feasible configuration for an 
unconstrained system exists if and only if m ≥ p. 
The above theorem assumes there are no 
constraints on communication.



Perfect Attack: Graphical Realization

• Corollary 3: Suppose there exist no cycles in graph G 
among unobserved nodes. Then the following 
conditions are necessary and sufficient for 
optimality.

The out-degree (ignoring self loops) of each node is p.



Feasible Configuration
• An adversary may attack up to 3 unknown vehicles or 

sensors, p = 3.
• Suppose the centralized detector observes 3 vehicles as 

shown, m = 3. The total number of vehicles n = 9.

• Each of the first 6 vehicles communicates with the 3 
vehicles ahead of it. The last 3 vehicles are observed and 
communicate with 2 other vehicles. There are 24 edges 
which is precisely np-m, the lower 
bound to avoid perfect attacks.

1 2 3 4 5 6 7 8 9

Centralized Detector



Perfect Attack: Joint Sensor and Network 
Optimization
Theorem 4: Suppose in an unconstrained network we 
wish to minimize the number of sensors and 
communication

• If sensing is more expensive than communicating, 
take m=p. (This is what we did before.)

• If communicating is more expensive, observe all 
nodes. 

min
G

C1(number of links) + C2m



Case: Communicating more Costly
• An adversary may attack up to 3 unknown vehicles, p = 3.

• Suppose the centralized detector observes all the 
vehicles as shown, m = 9. 

• Each of the 9 vehicles communicates with  2 other 
vehicles, thus we have 6 less communication links than 
before.

1 2 3 4 5 6 7 8 9

Centralized Detector



Perfect Attack: Network Optimization with 
Constraints

• Theorem 5: Given p compromised nodes, m fixed 
observed nodes, and n agents, and a set of agents 
which are allowed to communicate, the minimum 
number of communications is np-m.

• Remark: Even with constraints on the system we 
can obtain a minimal network as long as ensuring 
the system is not perfectly attackable is feasible



Obtaining a minimal network
1) Consider node x with out-degree p’ greater than p.

2) Remove edges to p’-p neighbors which are not 
necessary to ensure system is not perfectly 
attackable. Equivalent to solving a maximum flow 
problem. Go back to step 1) and repeat.

Original Network, p = 2                Node x1 has out-degree > 2    Node x2 has 
out-degree > 2

Remove (x1,x4)                           Remove (x2,x1)                  



Perfect Attack: Joint Sensor and Network 
Optimization
Theorem 6: Suppose in a constrained network we 
wish to minimize the number of sensors and 
communication

• If sensing is more expensive than communicating, take 
m=p*, the minimum number of observers needed to 
ensure system is not perfectly attackable

• If communicating is more expensive, observe all nodes. 

min
G✓G⇤

C1(number of links) + C2m


